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Anything

Object Action Scene Event Place Celebrity =«

How can we learn everything
that is visual about anything?

All possible appearance variation that our models can learn

Everything



Q1. How to gather the training data (vocabulary, images, etc.)?
Ans. Benchmark datasets e.g., PASCALVOC

\\

Human Supervision

Anything

Q2. How to model the visual variance? /
Ans. Philosophy of Divide & Conquer

Examples: Viewpoint, Aspect-Ratio, Taxonomy, Phrases,
Phraselets, Attributes, etc.

Everything



Problem with Human Supervision

* Biased, non-comprehensive
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Unbiased Look at Dataset Bias

Antonio Torralba

Massachusetts Institute of Technology
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Abstract

Patasets are an integral part of contemporary object
recognition rexearch. They have been the chief reason for
the considerable progress in the field, not just as source
of large amounts of fraining data, but also as means of
measuring and comparing performance of competing algo-
rithms. Al the same time, datasets have often been blamed
for narrowing the focus of ohject recognition research, re-
ducing it to a single benchmark performance number. In-
deed, some datasets, thar started our as data capture efforts
aimed at representing the visual world, have become closed
worlds unto themselves (e.g. the Corel world, the Caltech-
T01 world, the PASCAL VOC world), With the focus on
beating the latest benchmark numbers on the latest dataset,
have we perhaps lost sight of the original purpose ?

The goal of this paper is 1o take stock of the current state
of recognition datasers, We present a comparizon study ws-
ing a set of popular datasets, evaluated based on a number
af criteria including: relative data bias, cross-dataset gen-
eralization, effects of elosed-world assumption, and sample
value. The experimental results, some rather surprising,
suggest divections that can improve dataset collection as
well as algovithm evaluation protocols. But more broadly,
the hope is to stimulate discussion in the communily regard-
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Figure 1. Mame That Dataset: Given three images from twelve
popular object recognition datasets, can vou match the images
with the dataset? (answer key below)




Problem with Human Supervision

* Biased, non-comprehensive

* Concept-specific expertise



Anything

Everything

Eye Horse

Jennet Horse



Images for cutting horse - Report images

» A — o ]

Attribute “Cutting”
(Figures from Google Image Search)

Tall Rabbit Short Horse

“Tall Rabbit is shorter than Short Horse”
(Figure from Devi Parikh)



Problem with Human Supervision

* Biased, non-comprehensive
* Concept-specific expertise

e Scalability



The Human Annotation Tool

Lubomir Bourdev and Jitendra Malik

Updated June 17, 2011

Save | NewEntry | Delete Entry | (0 Male ) Female @ Child

Phrasal Recognition Dataset
Download Phrasal Recognition Dataset (250MB)

This dataset contains 8 object categories from Pascal VOC
that are suitable for studying the interactions between
objects. The dataset is formatted like Pascal VOC dataset
and is easy to use. This dataset contains:
e 2769 images
e 5067 bounding-box annotations
e 3 objects
e 17 visual phrases
¢ 120 image per visual phrase
e 1796 bounding boxes for for visual phrases
e 3271 bounding boxes for objects
e Objects:
person, bike, car, dog, horse, bottle, sofa, chair




Problem with Human Supervision

Biased, non-comprehensive
Concept-specific expertise
Scalability

Frozen (in time) decisions
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Anything

Q1. How to gather the training data (vocabulary, images, etc.)?

Q2. How to model the visual variance?

Everything



The PASCAL Visual Object Classes (VOC) Challenge
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Abstract The PASCAL Visual Object Classes (YO} chal-
lenge is a benchmark in visual object category recognition
and detection, providing the vision and machine learning
communities with a standard dataset of images and anmo-
tation, and standard evaluation procedures. Organised anno-
ally from 2005 to present, the challenge and its associabed
dataset has become accepied as the benchmark for object
detection.

This paper describes the dataset and evaluation proce-
dure. We review the state-of-the-art in evaluated methods fior
both classification and detection. analyse whether the meth-
ouls are statistically different, what they are learning from the
images (e.g. the object or its conbext), and what the meth-
ouds find easy or confuse. The paper concludes with lessons
learnt in the three year history of the challenge, and proposes
directions fior future improvement and extension.

Keywords Database - Benchmark - Object recognition -
(Ohject detection
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1 Introducticn

The PASCAL' ¥isual Object Classes {VO(C) Challenge con-
sists of two components: (i) a publicly available dataset
of images and annotation, together with standardised eval-
uation software; and (i) an annual competifion and work-
shop. The VIOCXEYT dataset consists of annotated con-
sumer photographs collected from the Aickr” photo-sharing
web-site. A new dataset with ground truth annotation has
been released each year since 2006, There are two princi-
pal challenges: classification—"does the image contain any
instances of a particular object class™ (where the ohject
classes include cars, people, dogs. eic.). and deteciion—
“where are the instances of a particular object class in the
image {if any)?". In addition, there are two subsidiary chal-
lenges {“wmsters™) on pizel-level segmentation—assign each
pixel a class label, and “person layoul”—localise the head,
hands and feet of people in the image. The challenges are
issued with deadlines each year, and a workshop held o
compare and discuss that year's results and methods. The
datasets and associated annotation and software are subse-
guently released and available for use at amy time.

The ohjectives of the VO challenge are twofold: first
to provide challenging images and high guality annotation,
iogether with a standard evaluation methodology—a “plug
and play” training and testing harness so that performance
of algorithms can be compared (the dataset component); and
sacond o measwre the state of the ant each year {the compe-
tition component).

! PAsc AL siands for patiern analysis, sististical modelling end compu-
tational learming. B is an ELU Metwork of Excellence funded under the
IST Progremme of the Europesn Union.

hittpoliware. Bickr.com

£ Springes



Table 1 Queries used to retrieve images from flickr. Words in bold
show the “targeted” class. Note that the query terms are quite general—
including the class name, synonyms and scenes or situations where the
class is likely to occur

horse, gallop, jump, buck, equine, foal, cavalry, saddle, canter,
buggy, mare, neigh, dressage, trial, racehorse, steeplechase. thor-

oughbred, cart, equestrian, paddock, stable, farrier

motorcycling, motorcyclist, engine, motocross, scramble, sidecar,
scooter, trail

— person, people, family, father, mother, brother, sister, aunt, un-
cle, grandmother, grandma, grandfather, grandpa, grandson, grand-
daughter, niece, nephew, cousin

— sheep, ram, fold. fleece, shear, baa, bleat, lamb, ewe, wool, flock

— sofa, chesterfield. settee. divan. couch, bolster

— table, dining, cafe, restaurant, kitchen, banquet, party, meal

— potted plant, pot plant, plant, patio, windowsill, window sill, yard,
greenhouse, glass house, basket, cutting, pot, cooking, grow

— train, express, locomotive, freight, commuter, platform, subway, un-
derground, steam, railway. railroad, rail, tube, underground, track,
carriage, coach, metro, sleeper, railcar, buffet, cabin, level crossing

— tv/monitor, television, plasma, flatscreen, flat screen, led, crt,
watching. dvd, desktop, computer, computer monitor, PC, console,
game



Gathering Vocabulary

v’ Comprehensive
v’ Concept-specific

Figures from newyorker.com, huffpost.com



Google books Ngram Viewer

Graph these comma-separated phrases: | |Albert Einstein, Sherlock Holmes Frankenstein [] case-insensitive

between 1800 and 2000 from the curpus|Eninsh v | with smoothing u:rf.

0.000200% -
0.000180% -
Frankenstein
0.000160% -
0.000140% -
0.000120% -
0.000100% - Albert Einstein

0.000080% - Sherlock Holmes
0.000060% -
0.000040% -

0.000020% +

[}-00[}[}0[}% 1 1 1 1 1 1 1 1 1 1
1800 1820 1840 1860 1880 1900 1920 1940 1960 1980 2000

(click on line/label for focus)

ﬁ Run your own experiment! Raw data is available for download here. _



Dependency N-grams

Lin etal., ACL 2012



Dependency N-grams

_START John has short  black hair _END

Lin etal., ACL 2012



Dependency N-grams

_START John has short  black hair _END

Raw Ngrams

John short
John has
. short black hair

Lin etal., ACL 2012



Dependency N-grams

NOUN VERB ADJ ADJ NOUN
_START John has short  black hair _END

Raw Ngrams

John short
John has
short black hair

Lin etal., ACL 2012



Dependency N-grams

NOUN VERB ADJ ADJ NOUN
_START John has short  black hair _END

Raw Ngrams Annotated Ngrams
John short _START John  John NOUN
John has John has VERE
short black hair ' hair END_ John VERE short

Lin etal., ACL 2012



Dependency N-grams

_ROOT_— _“\\H o
P T %
NOUN VERB ADJ] ADJ NOUN
_START_  John  has  short black hair  _END_

Raw Ngrams Annotated Ngrams
John short _START John  John NOUN hair==>short hatr===short ADJ
John has John has VERE hair==black
short black hair | hair END_ John VERB_ short _NOUN_<=has _ROOT ==has

Lin etal., ACL 2012



Approach

()

Ngram list
« eating horse
« last horse
« grazing horse
« reining horse

©

* Approximately 5000 N-grams per concept

e Several visually non-salient N-grams e.g.,

)

“last horse”, “particular horse”, etc.



Good vs. Bad N-grams

“‘Last
Horse” ot |
e B> 20
SAMET A ’__'p’qr-
e
W .
‘Reining
Horse”

Top Google Image Search Results



Approach

(3
Ngram list

« eating horse

« last horse —_— .
« grazing horse

« reining horse

Discard visually non-salient
Ngrams e.g., “last horse”

\

* Pruning method

— Download thumbnail images from Google
— Split data and train/test a (HOG+SVM) classifier
— If A.P. < thresh, discard N-gram

* Reduces #N-grams to approx. 1000 (from 5000)



Superfluous List of N-grams

“Eating horse” < “Grazing horse” “Cantering horse” < “Loping horse”



Space of Visual Variance
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Space of Visual Variance

; \ —canying harness_
\ > ) _hose
lm r 4h,- E
v "' \ o “;
1N .“.‘\\ \/ [
[ bucking._ \ walking._
T +
b _bridle
- N _ridin .
.‘} w ) - -
/| i : -
_shoulder - A ’ \__..‘-—;
2 bay_ 2 --l‘a o f _standing .‘.'{7/
sx - ' ,g\ ’ \B
://, T 2 ' _pulling §° 4,/ ,, o
: ( - - .
Jumping > \ _sitting 2
e / pack_
~ = ~ :
' fery- _coxh S Ll .
woned, " i K ~ -\b A ” - 33 4 ean
»: i N 3 A
\ v xiding | WA, Foe \
”~ ‘- I ')
\
\ quarter_ man_oa_ | %N > _grazing saddlng
. E D 3
,_': & ‘;C‘Q % : 9 A
reinmg. ? :
:I = [ (.\ e 5 L P
4 W / sy
A low, ~ :
\ M wlored_ ‘ f 7] pow. o I' 6 .
ua&& R e T
o Y ow ,/




Find Subset of N-grams with good
Quality & Coverage (Diversity)

mdx Zd x* O(1

eV Qual/ty “Coverage”



Find Subset of N-grams with good
Quality & Coverage (Diversity)

max Zdz‘ + O(i,S)
eV
1 1e S
O(?AS){ L= ][I —e;) ¢S5

JjES



Find Subset of N-grams with good
Quality & Coverage (Diversity)

max Zdz‘ + O(i,S)
eV
1 1e S
O(?AS){ L= ][I —e;) ¢S5

JjES

such that |S| < k



Sample Merging Results

“Iran Majlls 7 <:> “Angry Shoutlng” <:> | “Cute Doctor” &
“Iran Parliament” “Angry Screaming” “Women Doctor”

“Iran Leader” < “Angry Mob” < “Doctor Explam/ng” &
“lran Khomeini” “Angry Protestors” < “Doctor Discussing” <
‘Angry Crowd” “Consulting Doctor”



Approach

Discovering Vocabulary

C [3)
Ngram list
User « eating horse
Input Google |=——>|° last horse
“horse” books « grazing horse

Ngrams

« reining horse

—_>

—_

Discard visually non-salient

Ngrams e.g.

“last horse”

\

Merge synonyms
e.g., <eating horse,
grazing horse>




Approach

Discovering Vocabulary
C (3

Ngram list

« eating horse Merge synonyms
— [+ last horse —_— - |e.g., <eating horse,

- grazing horse grazing horse>

« reining horse

Discard visually non-salient
Ngrams e.g., “last horse”

\

Qearch)

Google
books
Ngrams

User
Input
“horse”

Super Download
Ngrams

 Download 200 images per super N-gram
e Discard near-duplicates and bad-aspect images
* Split data for training and validation



User
Input
“horse”

Super
Ngrams

Approach

C (3
Ngram list

« eating horse

—_| last horse

« grazing horse

« reining horse

Qearch)

Google
books
Ngrams

—_>

Discovering Vocabulary

—_

Discard visually non-salient
Ngrams e.g., “last horse”

\

Merge synonyms
e.g., <eating horse,
grazing horse>

Images

Learn Mixture
of Root Filter
Components

* Train separate DPM per super N-gram

* Initialize DPM with bounding boxes as full images



PASCAL VOC vs. Google Image Search

“Needlepoint Chair” “Willow Chair” “Lincoln Chair”



Approach

Discovering Vocabulary
C (3

Ngram list

« eating horse Merge synonyms
— [+ last horse —_— - |e.g., <eating horse,

- grazing horse grazing horse>

« reining horse

Discard visually non-salient
Ngrams e.g., “last horse”

\

Qearch)

Google
books
Ngrams

User
Input
“horse”

Super ] i
Ngrams GRS earn Mixture

of Root Filter
Components

* Train separate DPM per super N-gram
* I|nitialize DPM with bounding boxes as full images
« Components based on appearance clustering



Components act as noise sinks
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Top Google Image Search Results
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Top Google Image Search Results
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Approach

Discovering Vocabulary

[3)
Ngram list
« eating horse
« last horse
« grazing horse
« reining horse

—_>

—_

L . . .
. Discard visually non-salient

Ngrams e.g., “last horse”

\

Merge synonyms
e.g., <eating horse,
grazing horse>

C
User
Input Google |=—
“horse” books
Ngrams
Super
Ngrams

Learn Mixture
of Root Filter
Components

—>

Prune Noisy ones,
Merge Similar ones,
Add Parts




Approach

Discovering Vocabulary

C [3)
Ngram list
User « eating horse Merge synonyms
Input Google |==3p|e last horse —_ —|e.g., <eating horse,
“horse” books « grazing horse grazing horse>
Ngrams « reining horse
E Discard visually non-salient
Ngrams e.g"”last horse”
Model Learning \ Horse
Detector

Learn Mixture
of Root Filter
Components

—>

Prune Noisy ones,
Merge Similar ones,
Add Parts

/




Results

* Amazon EC2-friendly framework

e 100+ concepts, 15000+ variations, 3Million
Images

* List includes Objects, Actions, Scenes, Events,

Places, Emotions, Celebrities, Professions,
Attributes, etc.
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Fighting Horse Rollmg Horse Buckmg Horse Relnmg Horse Eye Horse  JennetHorse
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Anything
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Everything




Results

Amazon EC2-friendly framework

100+ concepts, 15000+ variations, 3 Million
Images

List includes Objects, Actions, Scenes, Events,
Places, Emotions, Celebrities, Professions,
Attributes, etc.

Online system available: http://g00.gl/099uz?2



http://goo.gl/O99uZ2

< a https://docs.google.com/forms/d/1FFOM3ZPVPdII3sZwOVbvmsOmXS548u8_KEpH55k7-qc/viewform

Learn Everything about Anything

Enter a concept and get its extensive model!
* Required

Enter a concept”
concept can be an object (e.g., apple), action (e.g., jumping), place (e.g., london), emotion (e.g.,
happy). etc

Select its parts of speech *
For example, noun for objects, verb for actions, adjective for emotions, or other

v

Please Note:

1. If you submit a query, please check back after approximately 24 hours. Your model will be
available here: http://goo.al/Yvg9Cc

2. To browse all results, please see: hitp.//goo.ql/AIALSt

3. This system is doubly-anonymous. We are not recording/using any analytics data about incoming
IPs or traffic.

i Submit
Never submit passwords through Google Forms.

This contentis neither created nor endorsed by Google.
Powered by

Gor 'SIC Drive Report Abuse - Terms of Service - Additional Terms



| @ https://drive.google.com/folderview?id=0810a1E4wAeBqemIVTIQOHBtbGc&usp=sharing®grid
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Google Drive
results

aeroplane.pdf angry.pdf apple.pdf

bicycle. pdf bird.pdf boat pdf



france.pdf

Results

EC2-friendly framework

100+ concepts, 15000+ variations, 3 Million
Images

List includes Objects, Actions, Scenes, Events,
Places, Emotions, Celebrities, Professions,
Attributes, etc.

Online system available: http://g00.gl/099uz?2

Quantitative Results: Object & Action Detection


http://goo.gl/O99uZ2

PASCAL VOC 2007 Object Detection
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PASCAL VOC 2007 Object Detection
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* P.Siva andT. Xiang. Weakly supervised object detector learning with model
drift detection. In ICCV, 2011.

* Uses PASCAL VOC 2007 training images

* Uses objectness [Ferrari et al., 2010] for initialization (High A.P. for bike, car,
motorbike and train)

* Does not work for objects that are small or in cluttered scenes e.g., bottle,
chair, TV, etc.



PASCAL VOC 2007 Object Detection

40
30

Average Precision

mWS Img ICCV11 ®m WS _Vid _CVPR12
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A. Prest, C. Leistner, J. Civera, C. Schmid, and V. Ferrari. Learning object
class detectors from weakly annotated video. In CVPR, 2012.

Manually chosen Youtube videos
Uses Objectness for initialization
Does not work on static (10/20) classes e.g., bottle, TV, etc



Average Precision

PASCAL VOC 2007 Object Detection

| B WS_Img_ICCV11 mWS_Vid_CVPR12 Ours
“x . .

Baseline methods use weak supervision (images, videos, objectness)

Our method is “Unsupervised” => Webly-Supervised
Beats SOA on 13/20 classes; impressive results for bottle, chair, sheep, tv
Almost on part with supervised DPM on 5/20 classes!



PASCAL VOC 2010 Action Detection

VOC Challenge Our Goal

Given the person bounding box in an image, Given a image,
identify the action identify and localize the action

in an “unsupervised” approach




PASCAL VOC 2010 Action Detection

B DPM (supervised)

1 n I

Jumping Phoning Walking TakingPhoto

12
10
8

B~ O

N

Average Precision

o

* Use baseline as reported in [Phraselets, ECCV 2012]



PASCAL VOC 2010 Action Detection

® DPM (supervised)  ® Ours (unsupervised)

12 -
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Average Precision
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Jumping Phoning Walking TakingPhoto

* Use baseline as reported in [Phraselets, ECCV 2012]



Potential Applications:

segmentation
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Potential Applications:

Co-reference Resolution

..Indira Gandhi was the third Indian
prime minister. Mohandas Gandhi was
the father of Indian Nationalism.

Mrs. Gandhi was 1nspired by Mahatma

Gandhi’s writings..



Potential Applications:
Co-reference Resolution

..Indira Gandhi was the third Indian
prime minister. Mohandas Gandhi was
the father of Indian Nationalism.

Mrs. Gandhi was i1nspired by Mahatma

Gandhi’s writings..

wilf
“Indira Gandhi” <=> “Mahatma Gandhi” <=>
“Mrs. Gandhi” “Mohandas Gandhi”



Potential Applications:
Temporal Evolution of Concepts

Google books Ngram Viewer ¢
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Potential Applications:
Temporal Evolution of Concepts
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Potential Applications:

Deeper Image Interpretation
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Carriage
From Woipeds, e e eacyiopedia
This articte is about camiage ss a whesied vehice for peaple For other uses, ses Car

o] This anicl includes 3 nces. but lts sources remain unclear because it has insufficient il
£| improve this article by More precise Citations. (Dacemter 20127

A carriage is a wheelsd vehicle for people, usually horse-drawn; tters (pafancuins) and sedan chairs are excluded. since they are
wheelless vehicles. The cariage is especially designed for prvate passenger use and for comfon or elegance. the e ar
to transport goods. It may be light, smast and fast or heavy. large and comortable. Caniages normally have

eliptical sprngs (in the 19th century) or leather strapping. A public passenger vehicle would not usually be cal

such inchude stagecoach, charatanc and omrsbus. Working vehicles such s the (fourwhesled) w

important parts of the history of the caiage, a5 is the fast (two-whesled) chariot I <4#%c"
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Kltchen Ger

Kitchen Dinette Kitchen Pantry Kitchen Sink Kltchen Lights Kltchen Bllnds Kitchen Mixer Kitchen Mansion

Xmas

Xmas Beard Xmas Babar Xmas Ship Xmas Hearth Xmas Wreath Xmas Tree Xmas Parade
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